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We present a thorough analysis of the current solar neutrino data, in the context of two-flavor active neutrino
oscillations. We aim at performing an accurate and exhaustive statistical treatment of both the input and the
output information. Concerning the input information, we analyze 81 observables, including the total event rate
from the chlorine experiment, the total gallium event rate and its winter-summer difference, the 44 bins of the
Super-KamiokandéSK) energy-nadir electron spectrum, and the 34 day-night energy spectrum bins from the

Sudbury Neutrino ObservatorfSNO) experiment. We carefully evaluate and propagate the effects of 31

sources of correlated systematic uncertainties, inclu

ding 12 standard solar (®@6d8&linput errors, the’B

neutrino energy spectrum uncertainty, as well as 11 and 7 systematics in SK and SNO, respectively. Concern-
ing the output information, we express thé analysis results in terms of “pulls,” embedding the single
contributions to the totak? coming from both the observables and the systematics. It is shown that the pull
method, as compared to tlrreumerically equivalentcovariance matrix approach, is not only simpler and more
advantageous, but also includes useful indications about the preferred variations of the neutrino fluxes with
respect to their SSM predictions. Our final results confirm the current best-fit solution at large mixing angle

(LMA), but also allow, with acceptable statistical sign

ificance, other solutions in the low¢h@¥¢$) or in the

quasivacuum oscillatioiQVO) regime. Concerning the LMA solution, our analysis provides conservative
bounds on the oscillation parameters, and shows that the contribution of correlated systematics to jfe total
is rather modest. In addition, within the LMA solution, the allowed variations from SSM neutrino fluxes are
presented in detail. Concerning the LOW and QVO solutions, the analysis of the pull distributions clearly
shows that they are still statistically acceptable, while the small mixing af®\®A) solution could be
recovered only byad hoc“recalibrations” of several SSM and experimental systematics. A series of Appen-

dixes elucidate various topics related to jfestatistics,

treatment of the SK and SNO spectra, and a quasi-

rates.
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I. INTRODUCTION

The data from the Homestaké&], SAGE[2], GALLEX-
GNO [3,4], Kamiokande[5], Super-KamiokandéSK) [6],
and Sudbury Neutrino ObservatofsNO) [7—9] experi-

the winter-summer difference in GALLEX-GNO, the
model-independent comparison of the SK and SNO total

PACS nunider26.65+t, 13.15:+g, 14.60.Pq, 91.35:x

and analytical understanding of the oscillation probability
(and related observabless quite mature in the whole
(6m?,6,,) plane, we will only make a few remarks when
needed. In this paper, we rather focus on p@intaiming at

an exhaustive statistical analysis including all known observ-

ments have consistently established that electron neutring®les and uncertainties in input, and providing very detailed

emitted from the Sufl10] undergo flavor transitions to the
other active statesi{, or »,). Neutrino oscillationg[11],

information in output, in order to better appreciate the cur-
rent status of the solutions to the solaproblem in terms of

possibly affected by matter effects in the Sun or in the Earttfctive flavor oscillations. Although some details will be spe-

[12], represent a beautiful explanation of such transitions.
Assuming the simplest scenario of two-family oscillations

cific of solarv data, the analysis method that we discuss is
quite general, and can be easily extended to any kind of

among active neutrinos, an important task for the next futur@lopal fit

is to refine the current constraints on the neutrino square
mass differencém?=ms—m32>0 and on the mixing angle
0,,e[0,7/2]. In order to accomplish this task, one neg@s:
new or more precise measuremerfts;accurate calculations
of the v, survival probability Poo(6m?,6,,) and of related
observable quantities; arid) powerful statistical analyses to
compare thegincreasingly largesolar v data set with theo-
retical expectations.

The point(a), not discussed in this work, will soon be
addressed by the decisive react@rexperiment KamLAND
[13], as well as by the solar experiments which are cur-
rently running[2,4,9, being restored6], or in construction
[14]. Concerning the pointb), since the current numerical
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¢ The structure of our paper is the following. In Sec. Il we
discuss the equivalence between jfeapproaches in terms

of the covariance matrix and of “pulls” of observables and
systematics. In Sec. Il we describe the input and output of
the pull approach, as applied to the analysis of 81 solar neu-
trino observables and of 31 input systematics, in the context
of 2v active oscillations. In Sec. IV we discuss th&analy-

sis results in terms of multiple allowed regions in the mass-
mixing parameter spacestn?,tarfd;,) and in terms of the
associated pull distributions, which provide additional infor-
mation about the relative likelihood of the various solutions
and about the allowed deviations from standard solar model
(SSM) fluxes. We draw our conclusions in Sec. V. More
technical(but sometimes substantiabsues are discussed in
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a series of Appendixes, which deal with thé statistics Given the input numbers in Edl), two x? definitions
(Appendix A), the winter-summer asymmetry in GALLEX- have been basically used in global analy&seish some vari-
GNO (Appendix B), the treatment of the SK spectrum un- ants or combinations They will be referred to as the “co-
certainties(Appendix Q, the analysis of the SNO datAp-  variance” approaclkiSec. Il A) and the “pull” approachSec.
pendix D, and a quasi-model-independent comparison ofl B). Although seemingly different, the two approaches are
SK and SNO total rate€Appendix B. strictly equivalent(Sec. Il Q. The pull approach, however,
As a conclusion to this Introduction, we would like to proves to be much more advantageous, and will be used
stress that deepening the statistical analysis and improvintproughout this paper.
the evaluation of the uncertainties is an important task in
neutrino oscillation physics, just as it happéns happenend

in other areas of “precision” physics. Indeed, after the ob- A. The covariance approach

servation of two large oscillation effectthe disappearance In the “covariance approach,” one builds theovariance
of atmospheria, and of solarve, and their upcoming tests matrix of squared errors as
at long-baseline accelerator and reactor experiments are K

likely to face an era of delicate searches for smaller effects
related, e.g., to the angly 5, to leptonicCP violation, or to
subleading contributions induced by nonstandastates or
interactions. Moreover, one should not forget that, so far
there is nodirect evidence for a vacuum oscillation pattern
(disappearance and reappearance of a specific flavdor \
matter effects in the Sun or the Earth. Such effects might N

well generate only small signals in present or planned experi- Xgovar: n;ﬂ (RAP- Rﬁheoﬁ["ﬁm] {RyP- Rmeor)- (5)
ments, and any effort should be made in order to quantify '

them (if any) with accurate analyses. From this viewpoint, , ,

we think that our thorough analysis can add valuable infor- 1hiS approach, proposed 21] for the data available at
mation and useful technical tools to other solarfits  thattime, has been later used in the majority of selanaly-

[6,9,15—20 that appeared soon after the release of the SNGES of total events rates, with some variants related to the
ne,ut,ral current datgs]. treatment of the®B » flux (free or SSM and to the separa-

tion of spectral and total rate information in the SK data.

2 k Ak
oam™ OnmUnUm T I(ZI CnCm> (4)

then inverts it, and evaluates the quadratic form

[l. TWO EQUIVALENT WAYS OF DEFINING THE  x?
FUNCTION B. The pull approach

Let us consider a set o observablegR,},_;  n With The alternative “pull approach” embeds the effect of each

their associated sets of experimental observa&i& and ir!dependengx— tth source of systematics thrr10ugh a shift of the
theoretical predictionsR"°}. In general, one wants to build differenceR— Ry by an amount- &y, whereg, is a

a x? function which measures the differende®®”'— RI""jn univariate Gaussian random variable

units of the totalexperimental and theoretigalncertainties. K
This task is completely determined if, for any difference (REXPLRIeon _, (Rexpt_ Rghe%—kgl &ck. (6)

RSP RN one can estimate an uncorrelated etrpr and
a set ofK correlated systematic erroc$ induced byK in-

dependent sources, namely The normalization condition for thé&,’s is implemented
) through quadratic penalties in theg, which is then mini-
RPRI: y +cl+c2. .. £ck (n=1,...N), (1)  mized with respect to alf,’s,
with K 2
_ N[ REPSRO- D Ecn |«
p(UpUm) = Snm, 2 2 . k=1 >
Xpul=min nzl +k21 &k

U, =
plCh.Ch) =S¥ (n,m), ® “ @
wherep represents the correlation indéx. _

Denoting asf, (“pulls” of the systematic$ the values of the

&’s at the minimum, and defining the “pullsk, of the

The errorck represents the shift of theth observable induced Observables as
by a +1c¢ variation in thek-th systematic error source. Linear
propagation of errors is assumed, namely, possibler asymme-
tries and second-order systematic effe@tqfcﬂ are consistently 2The minus sign preceding the terr@ﬁcﬁ is conventional. It
neglected in computing the uncertainties of the dil"fereﬁtﬁ(‘épt amounts to attribute all the shifts to the theoretical estirriﬁﬁ&"r
theor theor. K k
—Ry — Ry 2 -16kCh -
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K

Rtheor z

matrices. The situation might become even more problematic
REXPL in future high-statistics experiments, such as the neutrino

;n: - ®) factories from muon storage rings or superbeams, where the
Up ' oscillation parameters will be inferred from the analysis and

comparison of densely binned and correlatedtineutrino
the value opru” is then split into two diagonalized pieces, event spectré.

embedding the contribution to the? from the residuals of The pull approach is clearly more practical than the cova-
the observables and of the systematics, riance one whetK <N. In fact, the minimization in Eq(7)
2 _ 2 2 ) leads to a set oK linear equations in th&,’s, and to an
Xpull™ Xobs™ Xsys associated X K matrix inversion, rather than tHéx N co-
N variance matrix inversiorisee Appendix A Moreover, the
_ 2 ;2n+ 2 Eﬁ (10) final d_ecomposition in terms of pulls of observa_lble;s_ and sys-
n=1 k=1 tematics[Egs. (9) and (10)] allows to trace thendividual

contributions to they?, and to easily detect anomalously

The pull approach has often been used by the SK Collabgarge residuals. Indeed, the pull distribution has been recog-
ration in their day-night spectral analysis, in combinationnized as a useful diagnostic tool in many areas of physics,
with the covariance method for non-SK dg@2]. More re- including electroweak precision physif30] and, more re-
cently, the SK energy-nadir spectrum has been analyzegently, solarv physics, as discussed [i82] (see alsd19]).°
through a mixed pull-covariance approd@3]. The link be-  |n general, this method is useful to gauge the mutual agree-
tween the covariance and pull method, discussed in the nexent of data in a global fit, or to diagnose tension among
section, is also mentioned in passing in Re#]. To our  data (if any), for any given point in the model parameter
knowledge, however, a complete analysis of solar neutnngpace[(gm tarf6;,) in our casé The analysis of the?2,.
data in terms ofy;,, has not been performed, prior to the gng 2 s componentdEq. (9)] can also be useful to trace

present work. pOSSIble sources of good or bad fits.
Given the advantages quu" in cases wher& <N, we
C. Comparison and equivalence of the covariance and pull  have redesigned the statistical analysis of solar neutrino os-
approaches cillations in terms of pulls, and applied it to the current data

It is perhaps not generally known that, although seemsSet(whereN=81 andK=31), as discussed in the next sec-
ingly different, the covariance and pull approaches ardion
strictly equivalent,

2 _ .2 lIl. INPUT AND OUTPUT FOR THE  x2,, ANALYSIS
Xcovar— Xpull- (12) Xpull

Our proof Of the above |dent|ty |S g|ven in Append|X3A In this section we describe the main input and Output
Given the equivalence in Eqll), the choice between the gquantities, related to the5,, analysis of solar neutrino data.
covariance and the pull approach must be dictated by thelin input we consider a set dfi=81 observableR, (with
relative merits. associated uncorrelated errors), and a set ofK=31

In particle physics, the covariance approach is typicallysources of correlated systematic errofs in part related to
used either when the experimental collaborations provide dehe SSM and in part to the experimefts output we con-
tailed mformatlon about the correlation matfes in the case sider the total)(pu”, its decomposition in individual pulls,
of the CERN e"e™ collider LEP Electroweak Working and the shifts of the neutrino fluxes from their SSM value.
Group[30]), or whenN<K (as in the case of solar neutrino
fits to total rates onlyf21]). However, for increasind\ the
approach becomes increasingly complicated. The inversion
of largeNX N covariance matrices, in addition to being nu-  The first two observables in our list are the chlorine total
merically tricky, can make it difficult to fully understand the rate[1],
results of global analyses. Indeed, the current solar or atmo-
spheric neutrino data fits, involving~O(10?), are getting REP=2.56+0.23 SNU, (12)
close to their manageability limits in terms of covariance

A. Input observables and uncorrelated errors

“The pull approach has been recently applied to prospective stud-
3We have recently realized that Ed.1) and its implications have ies in this contex{31].

been also discussé@5] and are routinely usef®6,27] in the con- SNotice that in Refs[19,30,32 the pulls are defined in a some-
text of parton density distribution fittin[@8]. Closely related results what different way, namely, without the shifts in E).
have also been recently found in the context of cosmic microwave 8Systematic error sources are defined as “correlated” if they act
background data fitting29]. Although the connection between co- upon two or more observables at the same time. Systematics which
variance matrix and pulls appears thus to be an ubiquitous result iact upon one observable onlg.g., ther-Cl absorption cross sec-
physics data analysis, we have been unable to trace explicit refetion errop simply contribute quadratically to the uncorrelated error
ences to Eq(11) prior to Ref.[25]. for that observabléthe ClI total rate, in the example
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and the average Gallium total raf8AGE [2] + GALLEX-
GNO [4]),

R&P'=70.8-4.4 SNU, (13

PHYSICAL REVIEW D66, 053010(2002

scale ®p,, from the value in[41] (9.3x10° cm ?s ™) to
our default value
Ppep=28.3x10° cm ?s 4, (15)

according to the recent evaluation of the associgggfac-

where the errors include the statistical and experimental SYSor in [42]

tematic contributions to the uncorrelated errogs andug,,

respectively. In the analysis, the corresponding cross sectioljéI
uncertainties must also added in quadrature. Following th%

suggestion i33], the cross section error componeAty ;

for X=(Cl,Ga) are first added linearly and then quadrati-
cally into low (L) and “high” (H) energy part$L = (pp, pep,
Be, N, O andH= (B, hep, respectively’

2 2
uZ(cross section= ( > ARYe) 1> ARQ‘?‘”) :
ielL ' ieH '

14

The SSM also embeds a set of eleven souMesf cor-
ated uncertainties (the cross section factors
11,513,S34,S1,14,S17, the Be capture cross sectiQg,, the
Sun luminosity, metallicityZ/X, age, opacity, and element
diffusion), with fractional uncertaintiea In X, as listed in
[37]. With respect to the compilation if37], we update
AInZ/X=0.061 from [41], and we addXj,=Sye, With
AINS,ep= 0.3° The effects of such sources of uncertainties
on the neutrino fluxe®; are characterized by log-derivatives
[10,2], aj =3 In®d;/dIn X, as compiled iM37]. Concern-
ing X5, the only nonzero log-derivative iep 17~ 1.

The collective effect of the SSM sources of systematics

For X=Cl, the cross section error components are evaluate®, amounts to shift the neutrino fluxes as

asARy =Ry AlnCy;, whereRy; are the(oscillated rate
components, and the fractionakross section uncertainties
AInCy; can be taken from the compilation [87]. For X
=Ga, the value oARy; is computed by taking 1/3 of the
variations induced by the- 3¢ perturbed cross sectioh38]
on thei-th Ga rate component for each point of the oscilla-
tion parameter space, as suggestefBi].%

Our third observable is the winter-summai/{ S) rate
difference[39] measured in GALLEX-GNQ4], here intro-

12

(I)i_)(bi 1+z §kaikA|nXk , (16)
k=1

where theg¥’s, penalized by the quadratic ter®y2, &2 in

the expression o,%f)u”, are minimized away in the fit. Notice
that the above equation is the linearized form of the power
laws connecting each flux to thé,’'s [10,43. Such linear
form satisfies the luminosity constraint for the fluxdg] by

duced for the first time in the oscillation analysis. This datumconstruction, due to the sum rule discussed in Ref§,37]

is described in detail in Appendix B.

S
The SK experiments provides 44 observables, in terms oﬁ‘

(binned absolute event rates for the energy-nadir differentia
spectrum of electrongg]. Our treatment of the SK spectral
information is described in detail in Sec. Il C.

The set of solarv observables is completed by the 34

day-night energy spectrum bins from the SNO experimen{” &k

[8,9], which include contributions fromy elastic scattering
(E9), charged currenfCC) and neutral currentNC) interac-
tions, and background40]. Our treatment of the SNO spec-
tral information is described in Appendix D.

B. Input correlated systematics

ee alsd45)).
Within the pull approach, the shifts in E(L6) are easily
propagated to all theoretical predictioRY®"". In particular,
if RI'*"is thei-th flux contribution toRY®, then the asso-
ciated correlated shift from thek-th source is gkcﬁ,i
R, A In X,. The net effect of the shifts in E¢16)
Is thus the generation of correlated errors onRhjis, which
is strictly equivalent to the construction of the astrophysical
error matrix defined in the earlier covariance approach
[21,37], as also noticed ih24].

The 13th source of correlated systematics in our list is the
8B v spectrum shape uncertaini6] around the currently
adopted “central” spectrunj47], which affects all the 81

The 31 sources of correlated systematics include 12 urebservable¥ at the same time. In the absence of oscillations,

certainties related to SSM input, ti8 v energy shape un-
certainty, 11 SK error sources and 7 SNO error sources.
Concerning the SSM input, we take frdel] the central

values for the fluxes®p,, P pep, Pge, P, Py, Po), but re-

"The prescription in Eq(14) is intermediate between the extreme
possibilities of quadratic sufi21] and linear suni34] over all flux

we estimate that & 1o perturbation of thé®B v spectrum

(in the direction of higher energie$ generates at+2.2%
and a+ 1.7% increase of thébg component of th&kg, and

R theoretical rates, respectivelthe evaluation is repeated
in each point of the mass-mixing plandhe corresponding
shifts for the SK and SNO spectra are evaluated in Appendix
C and D, respectively. Notice that we conservatively use the

components. We observe that this prescription is not only justified

by the physics of the, absorption processes in Cl and {38], but
also by the effective separation of the Cl and the Ga solag-
sponse functions into two L*” and “H” clusters in the energy
domain[35,36|.

8We conservatively assume the largest between-ther and
— 10 asymmetric Ga cross section errors.

The authors of42] quote an uncertainty of 15% for Shep, that
we conservatively double to 30%.

Owjith the possible exception of the Ga winter-summer difference,
where its effects cancel to a large extent, and can be safely ne-
glected as compared with the rather large statistical ésee Ap-
pendix B.
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TABLE |. Positions and values of the absolute minimybMA ) and of three relevant local minima
(LOW, QVO, SMA) of Xﬁuu , together with the separate contributions from pulls of observallgg) (and of
correlated systematics(gys). The corresponding x? variations are also given.

Solution sm? (eVZ) tal’12(912 ngs AXcz)bs ngs A/\/gys sz)ull AX?)ull
LMA 5.5%x10°° 0.42 71.3 — 2.1 — 73.4 —
LOW 7.3x10°8 0.67 79.7 8.4 4.1 2.0 83.8 10.4
QVO 6.5<10 10 1.33 74.9 3.6 6.3 4.2 81.2 7.8
SMA 5.2x10°° 1.1x10°3 83.1 11.8 13.8 11.7 96.9 235
8B v spectrum Shape uncertainties estimate@mﬁ] rather Finally, it is useful to isolate the twelve SSM systematic

than the(smallej ones estimated if47] since, in our opin-  pulls {£}¢—1 ... 12Which, on the basis of Eq16), allow us

ion, the issue of significantO(100) keV] energy calibration to derive the induced neutrino flux shifts from the SSM cen-

differences among existingB decay spectrum measure- tral values, namely

ments[46,47] is not completely clarified, and warrants fur-

ther experimental investigation. AdD, _
There are also eleven sources of correlated systematics, ?i:gl Ekaik In X (17)

which affect only the SK spectrum. They include the SK

energy scale and resolution uncertainties, an overall SK rat@pace shifts provide valuablkand luminosity-constraingd

offset, and eight sources of systematics separately affectings,-mation about the preferred departures from the SSM
the eight energy bins, with full correlation in nadiB] (see  \yithin the various oscillation solutions to the solar neutrino

Appendix Q. groblem.

Finally, there are seven sources of correlated systematics, Summarizing, we will show and discuss results about
which affect only the SNO spectrum. They include: the Un-nylis

certainties affecting the SNO energy scale and resolution, th
event vertex reconstruction, the neutron capture efficiency,—

12

the neutron and low-energy.E) background estimates and Xnhn=1,... g1~ Pulls of the observables, (18)

the interaction cross sections. See Appendix D for more de-__

tails. {&}k=1 ... 3=pulls of the correlated systematics, (19
C. Output abouty? values,

As output of the pull analysis, we get the function 81
Xoui(m? tarf6,,) (essential to identify absolute and local oo > X2, (20)
minima and to draw confidence level contouras well as n=1
other useful statistical indicators.

Concerningxgu”, for any fixed point in the parameter ) 31 -
space fm? tarfd;,), the goodness-of-fit test requirgg, Xsys™ kZl & (21
~N (N=81) for an acceptable fit. Further information can
be gained by splittingxfm” into the separate contributions > 2
X5bs @nd x5,¢ [Egs. (9) and (10)], obtained by summing up Xpull= Xobs™ Xsys
the squared pulls of thd=81 observablepx,, see Eq(8)]

and of theK= 31 systematic§é,, see Eq(A6)]. The larger
the value ofxgys, the more the fit tends to “stretch” one or A®D; /D, = v flux shifts. (23
more correlated systematics to get a better agreement be-
tween data and expectations. Apart from global features, the

analysis of the pull set$x,} and {&} allows to quantify

individual contributions to they?, which, if anomalously In this section we start by describing the global results of

large, might be indicative of problems either in the theoreti-the x3,, analysis, and then we break down such results at
cal predictions or in the experimental measurements. Thergncreasing levels of detail.

fore, we think it useful to present, besides the global values
of Xgu”:)(gbgr ngs, also some selected lists of pulls.

(22

and about fractional shifts from the SSM predictions,

IV. RESULTS OF THE x?, ANALYSIS

A. Global results

The global results of our solar oscillation fit are sum-
e have been informed that a ne¥B(5+)%Be(2a) decay Marized in Table | and in Fig. 1. In Table | we report the
spectral measurement is in progress at ArgdeT. Winter (pri-  (dm?,tarf6;,) coordinates of the best-fit poirjso-called
vate communicatiox. large mixing angléLMA ) solution| and of the three deepest
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2v active oscillations: all data the data and of the systematics offsets from zero.

107 =TT T Concerning the parameter estimation t&stbased on

h !

AX;Zmn variations around the minimuntig. 1 shows the re-
sults of our global analysis in the usual mass-mixing plane.
The confidence level isolines are drawn\g¢?=4.61, 5.99,
| 9.21, and 11.83, corresponding to 90%, 95%, 99%, and
107 E E 99.73% joint probability regions for the twost?,tarf ;)
i ] parameters. The QVO and LOW parameters are still accept-
-6 | ] able at the 99% and 99.73% C.L., respectively, while the
: E SMA parameters are basically ruled out. Our LMA bounds
appear to be(sometimes significantlymore conservative
0 F E than in other recent analysg8,9,15-20.* In particular, at
i ' ] the 99.73% C.L. we derive from Fig. 1 thai) maximal
mixing is marginally allowed in the LMA region, an@) the
highestém? allowed values hit the region independently dis-
] favored by CHOOZ dat§53].1°> We think that the detailed
3 treatment of all known uncertaintigand of their propaga-
] tion to all relevant experimental observab)letays a role in
such different results, also for non-LMA solutions. Concern-
ing the LOW solution, we note that the inclusion of the
i 1 winter-summer datum from GALLEX-GNO contributes to
0"k i decrease its likelihood in our analysis.

—a|

sm? (eV?)

B. Separating experimental bounds

10 L llllllll 1 lJllllll 1 lJIlllJ] L llllllll ol L L LLLL
107 107 1072 107" 1 10 Figure 2 show the decomposition of the global results into
tanzqsl12 contributions from the Cl experimeritotal ratg, from the
Gallium experimentdtotal rate and winter-summer differ-
FIG. 1. Global results of the solar neutrino data analysis, includencg, from the SK energy-nadir spectru@4 bing, and
ing 81 observables and 31 sources of correlated systematics. Thigom the SNO day-night spectrui34 bing. In each panel,
parameter space3(n’,tarf 6,,) refers to the scenario ofi2oscilla-  the results are shown in terms of allowed regions, for the

tions among active states. The relevadt minima in the LMA,  same confidence levels as in Fig(réferred to the absolute
LOW, and QVO regions are given in Table I. minimum in each pangl

Concerning the(gu” minima in Fig. 2, their positions are
. illation2 (OVO q I mixi | not particularly interesting for the Cl and Ga cases, where
sivacuum  oscillations (QVO), and small mixing angle yhoy are essentially degenerate. More interesting is the case

(SMA). . 2
Concerning the goodness-of-fit test, we recall that, at thénc the SK experiment alone, where the best ﬂm' 38.4)

. . . 2:
absolute minimum, one expects the tojd to be in the 's reached at maximal mixing and forom-=6.5

X 10" eV? (in agreement with the results i54]), very
+ 1o rangeNpr+ y2Npr [50]. In our case Kpe=81-2), close to the QVO coordinates in Table I. Concerning the fit

it is X§u||=73-4 at the LMA best-fit point, well within the /" 5O data only, we find the best fit aim?=3.7
expected range 7912.6. Also the LOW and especially the «19-5 a\2 and takf,,=0.47, close to the LMA coordi-

g'\\zg SO||Uti0nS havet a(écep.tab'lfg Vat||Ue|SA<ﬁm’tk‘]’Vh”e thet nates in Table I, withyj,,=25.7. The latter value appears to
value appears to be significantly larger than expectetyq o the |ower side of the 1o expected range for the?
. . . . pull
The pull analysis will confirm that the LOW and QVO solu in SNO (32+ /64) 1°

tions are still viable, while the SMA solution is no longer
statistically acceptable. Notice that at the LMA point, most

G 2
of the contribution toy,,, comes from pulls of observables Byseful discussions of the applications and differences between

_(X gbs) rather than systematlcs(iys). All the otzher_solut!ons the goodness-of-fit test and the parameter estimation test can be
in Table | show an increase of boﬂiuu andXSyS, implying found in[50-53.
an increasing departure of the theoretical predictions from 14The closest agreement is reached with the global allowed LMA
region in Ref.[18].
15CHOOZ data are not included in the present analysis, in order to
2We do not find acceptable solutions in the octant-symmetricshow more clearly the strength of the upper boundsoi? placed

vacuum oscillationVO) regime. For the QVO solution in Table I, by solar neutrino data alone.
only the highest energy flux components g and @) have ®We think that this feature might be partly due to nonoptimal
reached the VO regime, while the lowest energy ones are still afbinning of the SNO spectrum. Although, at low energy, relatively
fected by octant-asymmetric quasivacuum effg@8,49 in the dense binning is required to enhance the effects of the neutral cur-
Sun. rent component, at high energies it is preferable to enlarge the bin

(local) Xﬁu” minima in the regions of lowwm? (LOW), qua-

053010-6



GETTING THE MOST FROM THE STATISTICA . .. PHYSICAL REVIEW D 66, 053010(2002

2v active oscillations

\///
=

om?* (eV?)

FIG. 2. Results of the solar neutrino data
analysis, as obtained by separating four classes of
observables(i) the chlorine rate(ii) the average
SAGE+GALLEX-GNO gallium rate plus the
GALLEX-GNO winter-summer difference(iii )
the SK energy-nadir spectrum; afig) the SNO
day-night spectrum.

ém? (eV?)

tan® ¥ tan®¥,,

Concerning the shapes of the allowed regions in Fig. Znote that the exclusion afm?—c and of tarf¢;,=1 at the
we note thg foIIovylng facts. 2I\Ione of the experiments ex-gg 739 level by the SNO data alotes found in Fig. 4) of
fll;:gls gﬁé?ﬁeﬂulﬁg%vﬁnngG_a)zn%t ggyg;iélmb-mlz;ggno 9]) would be equivalent to the exclusion of the constant
. ’ =1/2 casdor of equalv, andv,, , fluxes,®.=d , ) at
ee e T e M, T.
appear in all recent analyses for the Cl and SNO data. F e same confidence level. Although the SNO data clearly

instance, the Cl contours in Rg6] appear to be more re- . S
. . . : ; referP..~1/3[8] (see also Appendix Ea 3o rejection of
strictive than ours, which might be due to different esﬂmatef7 —1/2 might be premature. Indeed, from Fig. 3[6 it

of the Cl errors. We also note some differences between our ¢ . .
SNO bounds in Fig. 2 and the SNO official analysis in Fig.2PPears that thé.=®, . line touches the 95% error ellipse
4(a) of [9]: (a) in the QVO region, our contours are smooth determ|-ned by the total SNO rates. Given that the exclusion
(as they should (b) we do not find Q)VO solutions at maxi- _of r(_alatl_vely _Iarge values _oﬁmz and tadé has profound
mal mixing for Sm2~ 10~1° eV?; (c) our bounds in the LMA implications in lepton physic&oth phenomenologically and
region allow maximal mixing andm?—c well within the theoretically, we think that the impact of the SNO data on
99.73% C.L. Concerning the pointa) and(b), we think that ~ such values warrants further investigations.
the differences might depend ] on the(numerically deli- From Fig. 2 it also appears that all experiments largely
cat® averaging of the oscillating terms in the energy or timeagree in the LMA region, and that a few QVO “islands”
domain. Concerning the pointb) and(c), some differences below 10 ° eV? also happen to be consistent with all experi-
might also be due to the fact that the analysis in Fig) 4f  ments. Moreover, all the experiments appear to be generi-
[9] is done without SSM input. Concerning the poiot, we  cally consistent with some “LOW” or “SMA” regions at
least at 99% C.L. However, such regions are somewhat dif-
ferent for the different panels in Fig. 2. Concerning the LOW
width so as to match the SNO energy resolution widthalogously =~ case, there is a reasonable overlap of the Cl, Ga, and SK
to the current SK energy spectrum binning bounds at sm?<10 7 eV?, while SNO prefers 6m?
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=107 eV?, where the LOW parameters more easily adapNVOU|d diminish the likelihood of the solutions characterized
to the preferred valu®,.~1/3. This tension generates an by no or mild energy spectrum distortide.g., 6m*— or
overall decrease of the LOW likelihood. Concerning theQVO casel and, conversely, would make some strongly
SMA case, the low-t&¥;, regions separately allowed by CI, energy-dependent solutions marginally reappesr small
Ga, SK, and SNO at the 99.73% C.L. do not overlap. mixing and in the vacuum regimeFinally, the lower right
Figure 3 allows to appreciate the impact of each experifpanel in Fig. 3 shows the pre-SNO situatifsut with up-
ment in the global fit, by removing one experiment at a time dated SK, Cl, and Ga datawith all the well-known multiple
In a sense, Fig. 3 is the “difference” between Fig. 1 and Fig.solutions to the solar neutrino problem.
2. It can be seen that the removal of either the Cl or the Ga The comparison of Figs. 1-3 shows the dramatic impact
experimentgupper panels in Fig.)3veakens the bounds on of SK and SNO in determining the preference for large mix-
|arge mixing’ on |arge values oﬂ‘mz, and on the LOW pa- |ng (and especially for the LMA SOlUtiOI)Iﬁnd the rejection
rameters, but does not alter the situation for vacuum oscillaof the SMA solution. However, the Cl and Ga data still play
tions, which are excluded in both casésThe lower left ~animportant role in determining the shape of the LMA con-

panel in Fig. 3 shows that the removal of the SK experimentours, as well as the likelihood of the less favored solutions
(LOW and QVQ, which cannot be rejected on the basis of

the present global information.
YIn Ref. [20], the Ga impact on the LOW solution has been
studied by lowering the total rate from 76:8.4 to 66.1-5.3 SNU. C. Separating and grouping pulls

The authors of20] find a corresponding reduction of theyZ,, : i .
from 6.9 to 3.0, with respect to the LMA minimum. By repeating We discuss the decomposition Qﬁu" into separate and

the same exercise, we find a smaller effect: Ay?o,, decreases grouped pulls of observablgs,} and of correlated system-
from 10.4(see Table)lto 9.0. atics{¢,} [see Eqs(18)—(22)] for the various solutions.
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Table Il shows the pulls of each of the 81 observablesand typically assume minimal values in the LMA solution. In
used in our analysis, corresponding to the four solutions irparticular, Fig. 5 shows the LMA pull diagram for the corre-
Table 118 For the best-fit LMA solution, we also give the lated systematics, none of which presents a significant offset.
range spanned by each pull within the 99.73% C.L. LMAThe smallness of all SSM input offsetwith the possible
region shown in Fig. 1. It can be seen that, in any case, therexception ofS;;) is particularly impressive. In general, at the
are no anomalously largésay, >3 standard deviation LMA best-fit point there is no need to stretch any correlated
pulls—not even in the SMA solution or at the borders of thesystematics to fit the data. In the LOW and QVO solutions
LMA region. This fact confirms the results of the previous the situation is less idedbeveral offsets in Table IV are at
sections, namely, that the allowance or rejection of the varithe level of ~0.50) but certainly still acceptable. In the
ous solutions comes from a “collective” effect of several SMA case, however, several SNO systematic offsets in Table
experimental observables rather than by a small subset ¥ are at the level of~1¢, and the®B v shape uncertainty
them. is stretched by~ 1.5¢0. Such offsets, which act in the direc-

Figure 4 provides a graphical version of the first threetion of reducing the spectral differences between theory and
columns in Table Il, together with an histogram of the pull data, produce a significant contribution to the SMA ﬁyﬁ)g
distribution, compared with a Gaussian distributieonven-  =13.8). It is quite unlikely that future, possible recalibra-
tionally normalized toN=81) to guide the eye. It appears tions of systematics may just happen to cancel out all these
that the pulls of the observables have a reasonably symmetiffsets, thus giving more chances to the SMA solution.
cal and Gaussian distribution, confirming the goodness of the |t is interesting to group somg? contributions of system-
LMA fit at a deeper level than the globaf® values. The atics, according to their origin. This exercise is done in Table
relatively large pull for the Cl datum=1.74) may be re- v, The SK contribution toyZ, is rather stabléand smal),
garded as a statistical fluctuation among the others, at thgjih a minimum at the QVO solution. This situation parallels
LMA best fit. Notice that the CI pull in the SMA solution is e SK contribution toy2,, (see Table Il and related com-

instead very small0.14). Retrospectively, this small pull, eng and show the pivoting role of the SK spectrum in
together with theoretical prejudices against large mixing, aPyetermining the likelihood of all solutions. Conversely, the

pears to be_z at_the origin of a very I_ong de_tour towards SmallE:ontributions tox2, from SNO and from the standard neu-
mixing oscillations in matter. The distributions of pulls of the 4

. trino flux input (SSM and®B » shape systematigincrease
gbservables for the QVO and LOW casgwt graphically significantly when passing from the LMA to the SMA solu-
shown) are also reasonably Gaussian as for the LMA case,

although with a slightly larger arggiven by the correspond- tion.

) zg siightly farg ~given by P The grand total of the various contributions to tj@ﬁm

iNg xops Values in Table )L The d|str|put|on of pulls for the from both observables and systematics is shown in Table VI
SMA case(not shown, besides having an even larger area '

2 _g3q | be sliahtly sk 4 with This table shows quantitatively that the LMA solution is in
(xaps=83.1), appears also to be slightly skewed, with a ery good agreement with both the experimental data and

excess of positive pulls. This adds to the statistical problem§i:, the SSM. The LOW and QVO solutions provide a

of this §o|ution_. . _slightly less good agreement with the SSM and with SK
It is interesting to group the separate experimental contri-, NGO and are somehow “borderline” from the point of
. 2 . . )
butions to the globalgps in Table |, by summing up the e\ of radiochemical experiments. However, they cannot be
corresponding squared pulls from Table II. The results of thigea|ly excluded by any data at present. The SMA solution is

exercise, as reported in Table Ill, show which experimenfnstead safely ruled out, mainly as a consequence of the SNO
“wins” or “loses” in the various global solutions. In particu- 54 fit (X%NO: 45.1).

lar, the radiochemical experiments clearly win in the SMA
and loose in the QVO and LOW solutions, while the fit to the
SK spectrum observables appears to be rather stable, with
only AX(ZJbS:i3 variations in the various solutions. The In the previous section, we have seen that the LMA solu-

SMA solution tries to make a compromise between SK andion does not require any significant offsgt in the SSM

D. Implications for the SSM neutrino fluxes

SNO data, in which SK dominatdsaving smaller spectral input systematicskK=1, . ..,12), and that such offsets are
errorg, leaving SNO with a worse fit)(gbsz 38.5) as com- relatively small also in the other solutions. Equatitiv)
pared with the LMA casex3,=26.2). allows to translate such offsets into preferred shift of the

Let us now consider the contributions of correlated sys-neutrino fluxespP; from their SSM central values. The results
tematics shifts to the global fit. Table 1V shows the contribu-are shown in Table VII for the various solutions. In the LMA
tions of the pulls of systematics in the various solutions. Asbest-fit point, all solar neutrino fluxes are basically con-
in Table 1l, for the LMA solution we also show the range firmed: just for illustration, an approximate translation of the
spanned by the pulls within the 99.73% C.L. LMA region in LMA flux shifts into variations of the “effective solar core
Fig. 1. It appears that such pulls are generally rather smaltemperature” (t./t, [37,43,49) would formally provide

|At./t{|=0.2%. The QVO and SMA solutions would for-
mally require —At-/tc~0.5—-1% (a slightly cooler Sup
8The SK and SNO spectrum bins are identified by their energthe LOW case being intermediate between the latter and the
range and by their nadir intervatlay and night bins See also LMA one. In all solutions, the preferre@, values are
Appendixes C and D for notation. within a percent from the SSM. The preferrédegative
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TABLE Il. Pulls of the observables in the various solutions.

n Observable LMA LMA[min, max at 3o LOW QVvVO SMA
1 Cl rate —-1.74 [—2.56,—1.17] —1.86 —2.68 0.14
2 Ga rate 0.39 [—1.49,+1.90| 1.27 0.84 —-0.19
3 GaWw-S —-1.23 [—1.23,—-1.22] —-1.75 —-1.25 —-1.22
4 SK[5.0,5.5 —-0.09 [ —0.46,+0.10] 014  -0.01 0.58
5 SK[5.5,6.5 day -0.36 [—1.06,+0.4Q] —0.06 -0.52 0.17
6 SK[5.5,6.5 M1 -0.41 [—-0.63,—0.29 -0.27 —0.40 -0.14
7 SK[5.5,6.5 M2 —-1.77 [—2.00,—1.64 —-1.84 -1.72 —1.43
8 SK[5.5,6.9 M3 0.03 [—0.20,+0.26] 0.05 0.19 0.52
9 SK[5.5,6.5 M4 1.11 [+0.93,+1.36] 1.46 1.30 1.64
10 SK[5.5,6.9 M5 0.62 [+0.47,4+0.86) 0.71 0.80 1.14
11 SK|[5.5,6.5 core —-0.90 [—1.04,—-0.67 —-0.75 —-0.73 -041
12 SK[6.5,8.0 day 1.20 [+0.48,+2.35] 1.15 0.56 0.72
13 SK[6.5,8.0 M1 1.97 [+1.80,+2.04] 1.99 1.84 1.90
14 SK[6.5,8.0 M2 1.31 [+0.82,+1.3§ 1.08 1.29 1.37
15 SK[6.5,8.0 M3 -1.29 [—1.80,—1.07] -1.39 -1.13 -1.02
16 SK[6.5,8.0 M4 0.19 [—0.23,+0.46] 0.62 0.41 0.55
17 SK|[6.5,8.0 M5 —-0.81 [—1.17,—0.54 —-0.78 —0.60 —-0.40
18 SK|[6.5,8.0 core -1.12 [-1.41,-0.87] -0.99 -0.94 -0.73
19 SK[8.0,9.5 day -0.40 [—0.93,+0.56] -0.67 -0.91 —-1.29
20 SK|[8.0,9.53 M1 0.17 [+0.05,+0.19 0.13 0.09 —0.05
21 SK|[8.0,9.5 M2 0.24 [—0.32,+0.42 0.06 0.31 0.17
22 SK|[8.0,9.3 M3 -0.17 [—0.73,+0.15 —-0.22 0.08 —0.05
23 SK[8.0,9.59 M4 1.40 [+0.92,+1.76] 1.75 1.70 1.61
24 SK[8.0,9.9 M5 -0.26 [—0.65,+0.09 -0.20 0.02 0.03
25 SK[8.0,9.5 core -0.51 [-0.83,—-0.2]] -0.39 -0.28 -0.23
26 SK[9.5,11.5 day —0.67 [-1.19,+0.19 -107 -083 -1.70
27 SK[9.5,11.3 M1 —-0.20 [—0.36,—0.13 —0.29 -0.17 —-0.49
28 SK[9.5,11.3 M2 1.01 [+0.45,+1.30] 0.88 1.22 0.90
29 SK[9.5,11.3 M3 —0.55 [—1.11,—-0.1Q —0.56 -0.13 —0.49
30 SK[9.5,11.3 M4 0.08 [—0.43,+0.57] 0.40 0.55 0.26
31 SK[9.5,11.3 M5 0.17 [—0.21,+0.63 0.26 0.57 0.45
32 SK[9.5,11.5 core 0.33 [+0.01,+0.69 0.43 0.62 0.52
33 SK[11.5,13.5 day 0.72 [+0.36,+1.3]] 0.42 0.66 0.11
34 SK[11.5,13.3 M1 0.67 [+0.57,+0.7] 0.61 0.71 0.52
35 SK[11.5,13.3 M2 —-2.21 [—2.64,—1.98 —-2.25 —2.00 —2.23
36 SK[11.5,13.3 M3 —-1.76 [—2.11,-1.43 —-1.72 —-1.39 —1.65
37 SK[11.5,13.3 M4 0.36 [+0.02,+0.69 0.57 0.70 0.55
38 SK[11.5,13.3 M5 —0.80 [—1.02,—0.50] —-0.72 —0.59 —-0.54
39 SK|[11.5,13.3 core 0.67 [+0.46,+0.92 0.76 0.76 0.82
40 SK[13.5,16.0 day 0.65 [+0.36,+1.02 0.50 —-0.37 0.48
41 SK[13.5,16.Q M1 0.59 [+0.52,+0.6]] 0.56 0.25 0.57
42 SK[13.5,16.Q M2 2.03 [+1.88,+2.06 2.03 1.79 2.08
43 SK[13.5,16.0 M3 1.51 [+1.39,+1.57 1.54 1.26 1.62
44 SK[13.5,16.0 M4 1.31 [+1.18,+1.39 1.42 1.05 1.47
45 SK[13.5,16.0 M5 —0.48 [-0.57,—0.4] -0.42 -0.85 -0.26
46 SK[13.5,16.Q core -0.22 [-0.30,—0.15 -0.15 -0.60 -0.08
47 SK[16.0,20.9 0.34 [+0.06,+0.47 0.31 —-0.19 0.35
48 SNO[5.0,5.5 day —-0.99 [-1.32,—0.2§ —-0.49 -0.66  —0.08
49 SNO[5.0,5.5 night 0.23 [-0.17,+1.01 0.78 0.65 1.19
50 SNO[5.5,6.0 day 0.94 [+0.63,+1.47] 1.23 1.06 1.33
51 SNO[5.5,6.0 night -0.31 [—-0.65,+0.12 -0.36 —0.64 —0.60
52 SNO[6.0,6.5 day 0.09 [—0.53,+0.64] -0.26 -0.60 -0.74
53 SNQO[6.0,6.9 night -0.72 [-1.55,—0.02 —-1.27 —-1.52 —1.88
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TABLE Il. (Continued.

n Observable LMA LMA[min, max at 3o LOW QVO SMA

54 SNO[6.5,7.0 day —0.64 [—1.46,+0.10] —1.24 -1.20 -1.82
55 SNO[6.5,7.0 night 1.34 [+0.70,+1.95] 0.84 1.17 0.40
56 SNO[7.0,7.9 day —0.66 [—1.24,—0.05] -1.14 -057 -—151
57 SNO[7.0,7.5 night 0.27 [—0.13,+0.74 —0.09 038 -0.31
58 SNO[7.5,8.0 day 0.41 [+0.15,+0.79 0.16 0.37 0.06
59 SNO[7.5,8.0 night 0.39 [+0.25,+0.68 0.24 0.13 0.22
60 SNO[8.0,8.5 day -0.20 [—0.26,+0.04] -027 -065 —0.21
61 SNO[8.0,8.5 night —-0.69 [—0.73,—0.47] -068 —-1.20 —0.58
62 SNO[8.5,9.0 day -1.31 [—1.39,—1.07] -125 -178 —1.10
63 SNO[8.5,9.0 night 0.43 [+0.35,+0.60] 0.51 0.27 0.60
64 SNO[9.0,9.5 day -0.72 [—0.96,—-0.39 -0.51 -0.20 —0.44
65 SNO[9.0,9.9 night 0.54 [+0.07,+1.35 1.03 1.09 1.71
66 SNO[9.5,10.0 day -0.95 [—1.59,+0.07] -0.29 -0.19 0.50
67 SNO[9.5,10.G night —0.66 [—1.13,-0.07] —-0.27 —-0.21 0.17
68 SNO[10.0,10.3 day 0.76 [+0.44,+0.85] 0.80 0.75 0.84
69 SNO[10.0,10.5 night 2.19 [+1.70,+2.43 1.96 1.84 1.75
70 SNO[10.5,11.0 day 0.60 [—0.09,+1.02 0.20 0.18 —-0.14
71 SNO[10.5,11.Q night  —1.76 [—2.54,—1.27] -224 -193 —2.60
72 SNO[11.0,11.5 day 0.78 [+0.15,+1.24 0.41 0.99 0.17
73 SNOJ[11.0,11.5 night —0.69 [—1.25,-0.21] —0.98 -0.21 -1.13
74 SNOJ[11.5,12.Q day 0.27 [—0.17,+0.69 0.10 0.69 0.08
75 SNO[11.5,12.0 night —-0.27 [—0.64,+0.10] -0.33 —0.08 —-0.25
76 SNO[12.0,12.3 day 1.28 [+1.01,+1.54] 1.31 1.17 1.45
77 SNO[12.0,12.5 night 0.89 [+0.66,+1.14] 1.00 0.59 1.19
78 SNO[12.5,13.0 day —0.45 [—0.69,-0.13 —0.26 —-0.84 —0.03
79 SNO[12.5,13.Q night 0.64 [+0.44,+0.92] 0.82 0.40 1.02
80 SNO[13.0,20.0 day 1.37 [+1.21,+1.60] 1.54 1.33 1.68
81 SNO[13.0,20.Q night -1.03 [—1.41,-0.57] —0.64 —-0.19 -0.51

variations of thedg values from its SSM value are instead other neutrino fluxes. In the upper or right part of the LMA
significant in non-LMA solutions, and appear to be consis-region, the current global fits seem to prefer variations of the
tent with those derived in somkg-free analysef18,19,54.  fluxes roughly corresponding to a slightly “cooler” Sun,
This might seem surprising, since we do not exclude anywhile in the lower left corner of the LMA region the trend is
SSM input in our analysis. The reason for such agreement igpposite (slightly “hotter” Sun). Should the best-fit LMA
that the current SNO data ImplICItly prOVide an eXperimental\/ahJe be confirmed by the KamLand experimémg], the
determination ofbg which is already significantly more ac- cyrrent SSM input would be just “perfect.”
curate than the SSM estimate; therefore, there is little differ-
ence in making the analysis with or without SSM input for
®5. Notice that, in addition, we can also quantify the pre-
ferred variations ofbg., @\, and®,, which appear to be We have performed a global analysis of solar neutrino
all negative in non-LMA solution&’ Concerning®,, we  oscillations within the 2 active scenarid? including all the
do not find any significant preferred variation with respect tocurrent solar neutrino data and all relevant sources of uncer-
Eqg. (15). This fact is mainly due to the poor sensitivity of the tainties. The statistical analysis has been performed in a way
data to this flux(confined to the last few bins in the SK and which clearly traces the residual contribution of each observ-
SNO spectrumand possibly to our careful treatment of SK able and of each source of correlated systematics ity tH
and SNO spectral uncertaintiésee Appendixes C and)D (“pull” method). It turns out that there is still a multiplicity

Finally, Fig. 6 shows isolines of the preferred neutrinoof acceptable solutions at large mixing in the so-called LMA,
flux shifts within the LMA solution (superposed at 99% LOW, and QVO regiongFig. 1 and Table), none of which
C.L.). The variations ofb,, and of® ., are limited to about ~ contradict any dataFigs. 2 and B as also confirmed by a
a percent, but can be an order of magnitude larger for theetailed pull analysigTables 11-V). In particular, the best-

fit LMA solution appears to be in very good agreement with

V. SUMMARY AND CONCLUSIONS

This information is relevant for prospective studies in the
BOREXINO experimenf14]. 2Three-flavor results will be shown elsewhere.
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all the data(Fig. 4), without requiring any stretching of the Note addedAfter completion of this work, the SAGE
correlated systematid§ig. 5), contrary to the strongly dis- Collaboration has added the winter-summer difference datum
favored solution at small mixing angle. The striking LMA in Ref. [2]. We thank B. Cleveland for related communica-
agreement with all standard solar model flukgable VII) is tions.

only slightly worsened when moving away from the best fit
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1 Cl (rate 3.0 3.4 7.2 0.0 project.

2-3 Ga(rate andW—YS) 1.7 4.7 2.3 15

4-48 SK(44 bing 40.4 42.9 37.0 43.1 APPENDIX A: PROOF OF X(zzovar=X;2)uII

49-81 SNO(34 bing 26.2 28.7 28.4 38.5

1-81 Al (global x2,) 71.3 79.7 74.9 831 Let us recall that basic ingredients of ap¥ statistics are:

the experimental and theoretical valug" and R™%) of
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TABLE IV. Pulls of the systematics in the various solutions.

k Systematic LMA LMA[min, max at 30 LOW QVO SMA

1 Si1 —0.05 [—-0.31,+0.42 0.19 0.35 0.34
2 Ss3 0.00 [-0.13,+0.32 0.10 0.24 0.18
3 Sas 0.01 [—0.98,+0.42 -0.32 -0.72 -0.59
4 Si14 -0.15 [—-0.49,-0.02 —0.08 -0.21 -0.01
5 Si7 0.38 [-0.71,+1.15] -0.35 -0.47 -0.83
6 Luminosity 0.04 [-0.31,+0.17] —0.08 -0.20 -0.22
7 ZIX 0.03 [—0.89,+0.48 -0.35 —0.68 —0.60
8 Age 0.00 [—0.06,+0.04] -0.02 —0.05 -0.04
9 Opacity —-0.05 [—0.36,+0.52] 0.22 0.42 0.41
10 Diffusion -0.02 [—0.26,+0.43 0.18 0.34 0.31
11 Chge -0.07 [-0.22,+0.13 0.07 0.09 0.16
12 Shep -0.03 [—0.04,+0.00] -0.02 -0.10 0.02
13 8B v shape 0.17 [-0.71,+1.24] —0.66 -0.80 —1.56
14 SK scale 0.78 [+0.51,+1.82 0.49 0.49 -0.31
15 SK resolution 0.61 [+0.54,+0.87] 0.61 0.06 0.73
16 SK offset 0.44 [+0.33,+0.70] 0.57 0.68 0.34
17 SK[5.0,5.9 -0.03 [—0.18,+0.05 0.06 0.00 0.27
18 SK[5.5,6.9 -0.26 [-0.61,-0.13 -0.10 -0.28 0.34
19 SK[6.5,8.4 0.54 [+0.32,+0.67] 0.70 0.52 0.89
20 SK[8.0,9.9 0.01 [—-0.06,+0.19 -0.08 -0.03 -0.42
21 SK[9.5,11.5 -0.14 [-0.25,+0.27] -0.30 0.14 -0.76
22 SK[11.5,13.9 -0.21 [—-0.31,-0.06] -0.29 -0.10 -0.45
23 SK[13.5,16.0 0.26 [+0.23,+0.34] 0.32 0.11 0.44
24 SK[16.0,20.0 0.01 [+0.00,+0.02] 0.02 -0.01 0.02
25 SNO scale -0.15 [—0.90,+0.58 —0.86 —1.49 —1.48
26 SNO resolution -0.32 [—0.41,—0.05 -0.16 —-0.52 0.47
27 SNO vertex 0.13 [—0.60,+0.65] -0.52 —0.20 —1.42
28 SNOn capture —-0.10 [—0.46,+0.60] 0.42 0.34 0.94
29 SNOnR background —0.06 [-0.27,+0.35 0.25 0.20 0.55
30 SNO LE background -0.16 [—-0.49,+0.53 0.33 0.28 0.87
31 SNO cross section 0.04 [—0.16,+0.21] —-0.16 —-0.02 —-0.52

the N observables to be fitted; the associated uncorrelatedhile Eq.(7) reads

errorsu, ; and the associated set of fully correlated errors
k

c,, due to K independent sources of systematick ( N s K
=1,...K). 2 =min > (A -2 qhE] + 2 52}, (A4)
In order to simplify the notation, we normalize both the Kol galim1 " nsi) T

differencesRP'— R and the correlated erroxs: to the

Un's, by defining where the¢, are Gaussian random variables with,)=0

REXPL_ Rtheor and <f§> =1.
- n e minimization in Eq. eads to a set oK linear
Ap=———, (A1) The minimization in Eq(A4) lead K
Un equations in the unknowng ,
and
K N
o 2 | St qﬁq2)§h=2 Anay, (A5)
qk:_n. (AZ) h=1 n n=1
n un
Equation(5) reads then whose solution is
N 1 K N
Xeova= 2 Anl Somt 2 qﬁqkn} Am, (A3) b= 2 Sin 2, Anthn, (A6)
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TABLE V. Separate contributions to the globaﬂysfor the vari-

Systematics Pulls () for LMA solution ous solutions reported in Table I, as obtained by grouping squared

A3 =21 0 oK 42 3544 pulls from Table V.

- Lo k Systematic sources LMA LOW QVO SMA
S1,14 015 o 1-13  SSMandB vshape 02 10 24 43
S17 +0.38 N 14-24 SK systematics 1.7 1.7 1.1 2.9
Luminosity +0.04 _ .
7/x +0.03 AR 25-31 SNO systen;atlcs 0.2 1.4 2.8 6.6
Age +0 1-31 All (global x5,9 2.1 4.1 6.3 13.8
Opacity -0.05 P fon 2 -
Diffusion -0.02
CBe and to substitute EqA6) in Eg. (A9). Expanding the right-
Shep hand side(RHS) of Eq. (A9), and making use of EqAS),

one recovers the RHS of EA3), namely,

SK resol. 2 2

SK offset Xcovar— Xpull: (A10)
SK 5.0, 5.51

SK [5.5, 6.5] Finally, we observe that setting

SK 6.5, 8.01

SK (8.0, 9.5] K

SK 9.5, 11.5] No=A — Ke

SK11.5, 13.5] Xn=An g’l Gnéic (A1)

SK[13.5, 16.0]
SK116.0,20.01  +0.01
SNO scale

SNO resol.

SNO vertex

SNO n capture
SNO n bkgd

SNO LE bkgd

SNO cross sec.

as in Eq.(8), one gets from Eq(A9) a “diagonal” form for
2
Xpull s

N
Xpul= n; X2+ gl &, (A12)

as anticipated in Eq10).

A different proof of the previous relations have been dis-
cussed in the context of parton distribution fitting5],
where the pull method is now routinely usgzb,27).

FIG. 5. Diagram of pulls{gk}k:l _____ 31 for correlated systemat-
ics at the LMA best-fit point. See the text for details.
APPENDIX B: WINTER-SUMMER DIFFERENCE IN

whereSis the inverse matrX GALLEX-GNO

-1 Earth matter effects can generate an observable winter-
(A7) summer differenceRy— Rg) in the event rates measured in
gallium experiments. Such a difference can be as large as
~6 SNU around the LOW solutiof89].
The GALLEX-GNO Collaboration has recently reported
the measurement] (see alsd55])

Sin=

Oknt En: qran

It turns out that the matri§s is also related to the inver-
sion of the covariance matrix,

-1 K
[%ﬁ% qﬁqﬁ} e 3 Sadhdl. (A9 Rw—Rs= — 11=9SNU(GALLEX-GNO),  (B1)

whose uncertainty is almost entirely statisti€ab], all sys-
Indeed, the product of the above two matrices gives the unitematics being largely cancelled in the differefg8]. In our

matrix. The above equation reduces the inversion ofNhe

X N covariance matrix iny2,,,,to the inversion of thégen- TABLE VI. Separate contributions to the globaf,, for the
erally much smallerk X K matrix in Eq.(A7). various solutions reported in Table |.
H H 2 H —)
The last step is to write thgp,, in terms of theg,’s, n K Contributions LMA LOW QVO SMA
N 2
— — 1-13 SSMandB v shape 0.2 10 24 43
2 _ _ K 2
XPU”_gl (A” zk: Gn k +k§=:1 Sic (A9) 1 — Cl experiment 30 34 72 00
2-3 — Ga experiments 1.7 47 23 15

4-48 14-24 SK experiment 42.1 446 38.1 46.0

ZHere we deal only with symmetric matrices. Therefore, given a#9-81 25-31  SNO experiment 264 30.1 31.2 45.1
matrix equation such a&=B~*, we can conventionally write itas 1-81 1-31  AJl (global XZ) 734 838 812 96.9
A,m=[Bnm] ! without index ambiguity.
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TABLE VII. Fractional neutrino flux shifts from the SSM cen- Fractional v flux shifts x 100
tral values A®; /P;x100), for the various solutions. 10° Ty e
i fo e . pep
pp pep Be B hep N (@] ‘ 11 :

LMA 0.0 0.0 0.5 52 -08 —-10 -12
LOW 05 08 —-55 -—-122 00 -83 -83
QvO 11 16 -115 -222 -18 -151 -170
SMA 09 13 -99 -242 +18 -114 -1238

sm* (ev?)

“pull” approach, we simply attach tdr,,—Rg an uncorre-
lated erroruyys=9 SNU, with no systematics. ~’>\

The definition of “Winter” and “Summer” adopted in @ 1
[4,55] is slightly different from the astronomical o&and " ]
corresponds to <

“Winter” = perihelion(5 Jan)+=3months, (B2) e
“Summer” = aphelion(5 July) = 3months. 0

(B3)

(ev?)

Therefore, the solar exposure functions for the above pe-
riods, as shown in Fig. 7 in terms of the nadir angig,(are
slightly different from the ones given i[89]. In particular,
the comparison of Fig. 7 in this paper with Fig. 5 [iB9]
shows the the above definitions lead to a lo@ghen ex-
posure of the innermost trajectories in the mantle during win-
ter (summey). The total annual exposure is, of course, unal-
tered. FIG. 6. Preferred deviations of the solarfluxes from their

The definitions in Eqs(B2) and(B3) are particularly use- SSM central valuep41], in the region of the LMA solutiorfsuper-
ful to smoothly extend the theoretical calculation &fy posed at 99% C.).. Dotted(solid) isolines roughly correspond to a
—Rg from the matter-enhanced reginid9] down to the slightly “cooler” (hottep Sun. See the text for details.
vacuum oscillation regime, where seasonal variations are in-
stead induced by the eccentricity variations of the orbitalGNO datum. We remark thdpositive or negativeseasonal
distancelL (purely geometrical (1/%) effects being factored effects in gallium experiments, being largely driven by low-
out). Indeed, with the definitions in EqéB2) and(B3), the  energy solar neutrino components, can be compatible with
winter-summer rate difference in vacuum happens to cointhe nonobservation of®B-driven) seasonal effects in SK
cide with the near-far rate differenc&(—Rg) previously [54].
defined in[57]. We have then matched the results found in  Finally, we mention that the SAGE experiment has re-
[39] and in[57], by considering both matter-induced and cently reported » event rates in gallium, grouped in
eccentricity-induced contributions ®,,—Rs, so as to cal- (bi)monthly intervalq 2], which appear to be consistent with
culate this quantity in thevhole oscillation parameter space. no seasonal variatior{although no expliciR,— Rg estimate
The match between the matter and vacuum regimes occurs ig given in[2]). Taking the data ifi2] at face value, we argue
the quasivacuum range, and is made easier by the lucky cie slightly positive value foRy— Rg in SAGE, with a total
cumstance that Earth matter effects vanish just when the osmncertainty comparable to that of GALLEX-GNO. The com-
cillating terms in thev, survival probability start to be im- bination of a slightly positivé SAGE) and a slightly negative
portant[48]. (GALLEX-GNO) winter-summer difference would then pro-

The datum in Eq.B1) is compatible with no seasonal vide a central value closer to zero fay,— Rg, very consis-
asymmetry, adds a slight penalty to the region roughly cortient with the LMA solution[39]. An official evaluation of
responding to the LOW solution(where 0<sRy—Rs  Ry—Rs from SAGE [to be combined with the one in Eq.
=<6 SNU), and modulates the likelihood of the solutions in(B1) from GALLEX-GNO] appears thus a desirable input for
the (Q)VO regime, where both positive and negative valuesfuture analyses.
of the asymmetry can occur-(26=Ry,—Rgs=+26 SNU),

the negative ones being slightly favored by the GALLEX- AppeNDIX C: THE SK ENERGY-NADIR DIFFERENTIAL
SPECTRUM

ém

tan®d,, tan®¥,,

2\inter and summer were defined[i89] as six-months intervals The SK energy-nadir spectrum of electrons induced by
separated by equinoxes and centered, respectively, at the wint8eutrino elastic scattering is fundamental to constrain the
solstice(21 Deg and at the summer solsti¢21 Jun. solar neutrino parameter space. Therefore, we think it useful
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Trajectory weights below horizon (average solar exposure) Three further systematics, fully correlated among all
2 prTT RARRRRLS RARsRL RAaansaan Raanssas akaan ia RkaRaana T 7 energy-nadir bins, are induced BB v spectrum shape un-
Gran Sasso (\=42.45°) E certainties[46] and by the SK energy scale and resolution

uncertaintied6]. We note two facts. First, these sources of
£ E systematics act differently on the B and hep components in
ey Wa(n) Cuinter®) E SK: for instance, the hep component is obviously unaffected

g ] by the 8B shape uncertain§? Secondly, the relative error
signs (for each source of systematjcare relevant: for in-
stance, an increase in the energy resolution width flattens
the—steeply falling—SK energy spectrum, the high-energy
(low-energy part being thus enhancdduppressed as evi-
dent from the eleventh and thirteenth column in Table VIII.
Since the information about the relative error signs and about
the separate B and hep components is not givef6jnwe
perform our own evaluation as follows.

The 8B spectrum shape error is evaluated by attaching to
the default neutrino spectrupd7] the + 1o shape perturba-
tions evaluated if46], and calculating the corresponding
fractional variations in the absolute rat@sThe energy scale
uncertainty is evaluated by shifting the centroid of the
(Gaussiahenergy resolution function by 0.64§6], namely,
by takingT'—T'(1+0.0064), wherdl’ is the true electron

0 0z 04 06 08 ! 2 14 m/2 kinetic energy(the quantity calibrated in SKThe resolution
nadir angle 7 (rad) uncertainty is evaluated by perturbing the energy resolution
width o [see Eq(EJ)] by 2.5%[6], o1— o(1+0.025). In

FIG. 7. Solar exposure functiortat the Gran Sasso latitud®r  g|| cases, the same uncertainties are calculated for opposite
the “winter” and “summer” periods defined in Eq¢B2) and(B3).  perturbations, and small error asymmetries are averaged. The

o ) . . results are given in the last five columns of Table VIII, where
:ﬁe%erzgggfclgl csljjlgtﬁ)r?s.ta” our improved error estimates anghe contributions frombg and ®,q, are separated. As far as
_ . ) . the B flux component is concerned, there is reasonable agree-

_Concerning the “error format,” the pull method used in ent in size with the corresponding SK error evaluation in
this paper does not leave any freedom in giereatment of [6], except for the®B » spectrum shape. We are unable to
the spectrum, which is uniquely defined by providing, for gxpjain such difference. Our error assignment is completed
each bin rateR,,, the uncorrelated error componenf, and ' 4 gverall SK systematic offset (2.75%, symmetrized
the fully correlated error .componemﬁ due to independent from [6]), which is attached to all energy-nadir theoretical
k-th sources of systematic errdrsThe task is thus reduced rates with full correlation. This error mainly represents the

to a careful evglua_tion of s_uch components. To reach thigyerall uncertainty of the data reduction efficierf&d], af-
goal, we combine information from SK6] and from our fecting the whole spectrum.
own evaluation of systematics. o Notice that, in Table VIII, the last eight columns refer to
~Table VIII shows the main characteristics of the SKthe no oscillation case. In the presence of oscillations, one
binned energy spectrum. The energy bins 27 are furthegsya|ly updates only the theoretical raR¥&®", and assumes
divided into seven nadir angle bifi8], reported in Table IX.  hat the fractional errors in the last five columns are approxi-
In each energy-nadir bin, the statistical error represents thﬁately unchanged. The latter assumption is a very good ap-
only SK uncorrelated error component,. All other error  rqximation for spectra with no or mild distortions, but is not
sources in SK are correlated among bins, at least in nadigyictly applicable in the whole oscillation parameter space.
Indeed, apart from the obvious SSM systematics, the SK biftherefore, for the sake of accuracy, in our oscillation analy-

rates are further affected byt8+1=12 correlated system- g5 e recalculate the fractional errors in the last five col-
atics, as discussed in the following.

The first eight systematic errors, listed in the fifth column
of Table VIII, are uncorrelated among energy bins. In each 2

energy bin, however, they are_fL_IIIy correlated in ngdi. should separately rescale the differdng and @, error compo-
Such errors represent thogeadir-independeitdata reduc-  nents in the evaluation of the total error. In fact, one cannot calcu-
tion uncertainties which are specific of each energy bin, in1ate first the total 5+ @) Systematic error assuming the SSM
dependently of the others. ratio for ®y,,/®5, and then use the same error when such ratio is
significantly varied say, by factors-10). We think that this remark
should be taken into account, when placing upper bound® p
ZTherefore, we abandon our previoyd approach in terms of from the analysis of the high-energy tail of the SK spectrum.
separated SK total rate and spectral shape inform@&8hwhich, ZConventionally, we denote as 1o perturbation of the®B »
although correct, cannot be exactly cast in a “pull” form. shape the one which moves the energy spectrum to higher energies.

————— Ws(n) ("summer*)
o Wy(ﬁ) =Wy+Ws (veor)

0.6 F
04 |

02 b

“Analyses where thé .,/ g ratio is taken as a free parameter
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TABLE VIII. Characteristics of the SK energy spectrum. The first two columns define the bins in terms of observed total electron energy
E. The third column is the ratio of the SK observed event rates to the @3Mpredictions, as taken frof6], with a slight correction to
account for our default hep flux [we taked,=8.3 rather than 9.841] in units of X 10° cm 2 s71; see Eq.(15)]. The boron flux is
®=5.05<10° cm 2 s~ 1 [41], as in[6]. The fourth column gives the fractional uncorrelated error in each bin, whose only component is the
statistical errortaken from[6]). The fifth column represents those fractional systematic errors which are uncorrelated among energy bins,
but correlated in nadir bindrom [6]). The sixth, seventh and eighth columns represent our evaluation of the total, boron, ané\re
rate in SK(in the absence of oscillatipnfor 1 kton year(kty) exposure. The ninth, tenth, and eleventh column represent our evaluation of
the three main systematic effectgven as Ir fractional contributions t(R‘mh?BO') which are fully correlated in energy and in nadir, and are
generated by uncertainties in tAB » energy shape, SK energy scale, and SK resolution width. The last two uncertainties also affect the hep
contribution to the total rate, as reported in the last two colufoos evaluation, given asdl fractional contributions t@:ﬂfg’g,). Finally, we
attach an overall systematic offset’=2.75%[6] to all binned rateﬁme”, with full correlation in energy and nadir. In the presence of
oscillations, the last eight columrproperly separated into nadir bjnare recalculated for eactsifi?, tarf6;,) point.

Bin  Erange RYPIRD™ un/RR™ chVRDS  gheod  RUGT RO 100X €y g /RIS 100X Cyn hep/ Riniono

m (MeV) (B+hep X100 X100 (L/kty)  (1/kty) (1/kty) ©°B shape Scale Resol. Scale Resol.

1 [5.0,5.5 0.4672 8.65 3.24 81.795 81.624 0.171 0.52 -0.07 —-0.19 -0.38 —0.09

2 [5.5,6.5 0.4581 3.08 1.43 140.974 140.654 0.320 0.69 0.140.20 -0.29 -0.11

3 [6.5,8. 0.4730 1.78 1.37 155.433 155.014 0.419 1.05 0.580.20 —-0.09 -0.15

4 [8.0,9.5 0.4601 2.02 1.37 95,577 95.239 0.338 1.61 1.320.09 0.24 —0.18

5 [9.5,11.5 0.4630 2.23 1.37 60.011 59.688 0.323 2.48 2.50 0.00 0.78-0.19

6 [11.5,13.5 0.4626 3.64 1.37 18.197 18.004 0.193 3.87 4.50 1.59 1.67~0.07

7 [13.5,16.9 0.5683 6.88 1.37 3.768 3.660 0.108 5.82 7.47 451 3.14 0.42
8 [16.5,20.9 0.5637 26.3 1.37 0.245 0.212 0.033 8.09 12.32  11.26 6.09 241

The total event rat®" is here normalized to the efficiency-corrected, no-oscillation value of 556 events/kty, as graphically derived from
[59], with a correction for the updated SS®g ¢, values. This specific value f&M% is unimportant in practice, as far as the ratios in the
3rd column are used in the analysis.

umns of Table VIII, for any $m?tarfé,,) grid point (and  €ach of them, we approximate the radial density profile
for any nadir bin. This improvement leads to minimal dif- through a biquadratic parametrization, which allows a fast
ferences in the Iocad(gu,, minima (corresponding to almost and accurate analytical calculation of the relevant transition
undistorted spectyabut is not totally negligible in deriving Probabilities in the Earth60]. _ o
the bordersof, say, the 99.73% C.L. allowed regions, where In the (quasjvacuum oscillation regime, the oscillating
it can lead to|A y?|=1 differences. term in the Ve survwal probability Pe dgpen_ds implicitly
Concerning the calculations of the survival probability, ~upon the daily time through the orbital distantgr),
we compute Earth matter effedi80] through eight relevant Where7q=27-day/365, with7y=0 at winter solsticé® As
shells of the preliminary reference earth modeREM) [61], ~ Nhoticed in[62], the different exposure of the “day” and
namely(in the language of61]): (1) ocean;(2,3) crust lay-  “Night” bins in terms of 74 induces a slight day-night
ers; (4) LID + low velocity zone;(5) transition zoney6)  vacuumdifference in the time-averagd®... Concerning the
lower mantle+ D-zone;(7) outer core; and8) inner core. In  SK energy-nadir spectrum, we take into account the different
exposuresE(7,7,) for each nadir bin rangénq,n,] in
TABLE IX. Fractional contributions to the total event rate 1able IX as follows. In a given day of the yeard), the »
(R/Ry;, our evaluatiol in the case of no oscillation, from each of fange spanned by a detector at latitudeequal to 36.48° for
the seven SK nadir intervals, identified as “day” bin, “mantle” bins SK) iS [ 7min(7d): Mmad 7a) ], Where nmin(7g) =N+ d4(7y), and
(M1-M5), and “core” bin. The observed SK event rates in each 7mad7d)=7—\+ d5(7y), having defined the solar declination
energy-nadir bin, together with their statistical errors, are reportedds(7g) through sids=—sini cosy, with sini=0.3978(incli-
in [6]. nation of Earth axis The daily exposure functio& for a
generic[ 41, 7,] nadir bin is then

Nadir bin cosy range R/Ryot

Day [—1,0] 0.5000 E(7q,71,72) =[ Tn( 74, Min{ 72, max)

M1 [0,0.16 0.0685

M2 [016 033 0.0777 - 7-h(Td ,ma){ 71, Umin})]/ﬂ'a (Cl)
M3 [0.33,0.5Q 0.0984

M4 [0.50,0.67 0.1025 where 7,(74,7) is the hourly time(normalized to 2r and
M5 [0.67,0.84 0.0839

Core [0.84,]] 0.0690

Day-+Night [—1,1] 1.0000 %The purely geometrical ILP(r,) variation is assumed to be al-

ready corrected for in the SK data.
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L as reported in Fig. 2 di6] (we also obtain very good agree-
DAY (SNO) ] ment for the normalization-free case, not shopwn
A final remark is in order. All the SK systematic error
R ] sources discussed jB] (and adopted in this wojkare fully

correlated in nadir. This means that no allowance is given in
[6] for uncorrelated nadir shape variations, apart from the
obvious statistical fluctuations. However, it is known from
previous SK publicationg22,63 and presentation$9] that
some systematiodo notcancel in day-night differences, and
may thus, in general, affect the nadir bins in uncorrelated
ways. In addition, Earth matter density and chemical compo-
sition uncertainties may also contribute to sniathd differ-
end errors[64,65 in the various nadir bin§66] via v, re-
generation effects. In particular, one should not forget that
the widely used PREM model is spherically symmetric by
construction, and that local departures from the world-
averaged density are to be expected. For instance, the first
half of the SK mantle bin MXsee Table IX is sensitive to
the PREM “ocean-crust” density, whose local characteris-
tics at the SK site may well be different from the world
average. The inclusion of such additional uncertainties might
give a little more freedom to fit possible distortions in the
nadir distributions. Therefore, if thécurrently weak hints
for an excess of night events in §84] and in SNO[9] will
be corroborated by future data, an improved discussion of
the nadir spectrum uncertainties will be useful to precisely
0 I 50 I 100 I 150 I 200 I 250 I 300 I 350 assess their statistical Significance.

Fraction of daytime for each bin

Days from winter solstice

) o APPENDIX D: TREATMENT OF THE SNO DAY-NIGHT
FIG. 8. Daytime solar exposures of each SK nadir bin and of the ENERGY SPECTRUM

SNO day and night bins. These exposure functions are used for
accurate time averages of the oscillating terms in¢uasjvacuum The solar neutrino events observed in the SNO spectrum
regime. [8] cannot be currently identified as being of ES, CC, or NC
type on an event-by-event basis. A statistical separation is
starting at midnightcorresponding to the anglg during the  possible, however, by exploiting their different distribution
day 74,%’ in terms of suitable variables, the most important being the
observedeffective electron kinetic energy. Since the ES
cos7 and CC distribution shapes ihdepend upon the oscillation
COSA C0558+tan7\ tands|. (C2) parameters, also the inferred CC and NC rates depend on
such parameters, as stressed4@).
Figure 8 shows the exposure functioBéry) for the seven In the oscillation analysis, however, it is not necessary to
SK nadir bins listed in Table 1X, as well as for the SNO day perform a separate fit to the ES, CC, and NC components as
and night bingthe functions sum up to unity in both cages done in[18]. Given the oscillated predictions for these com-
It can be seen, as intuitively expected, that the SK core bin iponents, one can simply add them (fpgether with the
sensitive only to extreme valueslofry) (close to the orbital known background ratgsn each energy bin, calculate the
perihelion and aphelion while the two outermost mantle corresponding systematics, and fit the observed SNO day-
bins (M1 and M2 are almost equally sensitive to all values night energy spectrum. This method, which has been dubbed
of L(74), being crossed by solar neutrinos during the whole‘forward fitting” by the SNO Collaboratior{40], allows us
year. We take into account the different bin exposures in Figto take into account the full spectral informati@entral val-
8 when time-averaging the oscillating terms in tlogias)- ues and errors of each birin the following, we describe our
vacuum regime, for both SK and SNO. implementation of such method in thé,u" evaluation.

The results of our oscillation analysis of the SK spectrum Table X reports some relevant characteristics of the SNO
are given in the SK panel of th@reviously discussed-ig.  spectrum, including our evaluation of the SNO neutrino sig-
2. The C.L. contours compare well with the official SK ones,nal components and their errofsmall error asymmetries

being averaged outThe effects of théB v spectrum shape
error (not included in the official SNO analys[8,9]) are
2TAny angle 7€ [ 7min. max] iS Spanned twice each day. This ex- estimated as in SKsee Appendix € Notice that a+ 1o
plains the appearance af (rather than of 2r) in the denominator ~ shift of this systematic uncertainty increases the number of
of Eqg. (C1). signal events, especially at high energies. The fractional in-

(T4, m)= arcco%
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TABLE X. Characteristics of the SNO spectrum, divided in 17 day and 17 night(bisstwo column$. The experimental ratd$] are
given in the third and fourth columns, and include sigi@C+ES+NC) and background events. Our evaluation for the corresponding CC,
ES, and NC components and of théB v shape, energy scale and resolution erfarghe absence of oscillation, dayight) are given in
the remaining 12 columns. The NC signal is negligible in the last 8 bins. All the quoted numbers refer to tHg;teth|,., contributions.
In the analysis, however, theg and @, contributions and their errors are separately evaluated, analogously to the SK spectrum. In the
presence of oscillations, the last twelve columns are split into day and night contributions and updated in each point of the parameter space.
Backgrounds are oscillation-independent and are treated accordjdg]to

Bin Trange R RoH RO fractional errorsc100  RES™  fractional errorx 100 RYE™  fractional errors 100

m (MeV)  (1/kty) (1/kty) (1/kty) Shape Scale Resol.(1/kty) Shape Scale Resol.(1/kty) Shape Scale Resol.
1 [5,5.5] 351.1 399.7 8222 0.42-2.30 0.10 135.8 0.64 0.26—0.26 293.8 1.55 0.88-4.33

2 [5.5,6] 3309 3134 8756 0.63-189 —-0.21 121.7 0.77 0.57-0.35 2485 155 3.73-2.84

3 [6,6.5] 299.6 2722 903.0 0.86 —1.40 —0.53 107.8 0.91 0.93-0.46 1721 155 7.05 0.43
4 [6.5,7] 2224 249.6 9020 1.12 -0.85 —0.83 941 1.07 1.32 -0.54 97.7 1.55 10.85 5.43
5 [7,7.5] 191.2 2350 8728 1.41-0.22 —-1.09 81.0 1.24 1.77 —0.58 45.4 155 15.16 12.18
6 [7.5,8] 1489 1766 817.7 1.73 0.51-1.30 68.7 144 228-058 173 155 19.96 20.68
7 [8,8.5] 128.7 1221 7409 2.08 1.33-1.42 57.2 1.66 2.85-0.54 5.4 155 2526 31.02
8 [8.5,9] 139.7 134.1 6485 2.47 2.25-1.41 46.9 1.90 3.48 —0.43 1.4 1.55 31.19 43.38
9 [9,9.5] 90.1 95.6 5474 2.89 3.29-1.24 37.7 2.16 4.19 -0.23 0.3 1.55 37.69 58.11
10 [9.5,10 82.7 86.3 4449 3.36 4.45—-0.85 29.6 2.45 4.99 0.07 0 — — —

11 [10,10.5 66.2 62.4 3475 3.86 5.74-0.18 22.8 277 5.87 0.51 0 — — —

12 [10.5,1] 49.6 59.8 2604 4.40 7.16 0.82 171 3.12 6.86 1.13 0 — — —
13 [11,11.5 31.3 41.2 186.8 4.97 8.70 2.21 125 351 7.94 1.97 0 — — —
14 [115,13 184 212 1282 556 1037 4.04 89 392 914 3.07 0 — — —
15 [12,12.5 9.2 18.6 84.0 6.17 12.15 6.35 6.1 436 10.45 4.47 0 — — —
16 [12.5,13 11.0 15.9 52.6 6.79 14.01 9.13 4.1 483 11.87 6.23 0 — — —
17 [13,2Q 9.2 9.3 71.1 7.68 1783 16.34 6.5 597 1571 1248 0 — — —

crease is obviously constant for the NC events, which havaffected by a systematic cross section uncertainty, whose
no memory of the originak energy. From Table X it appears + 1o effect is to increase them by 1.8% and+1.3%, re-
that, in the bulk of the SNO spectrum, t1i8 v shape un- spectively[8].?2 The CC and NC cross section errors embed
certainties are not negligible as compared with therely  differences between independent theoretical calculations
instrumentgl SNO energy calibration and resolution uncer-[67,68 and uncertainties related to additional radiative cor-
tainties. The latter two errors are evaluated by shifting theections[69,70, as discussed if8]. Finally, the various
centroid of the energy resolution function and varying itsSNO background componenfdQ] are affected by the so-
width in the way described in Ref40], and calculating the called neutron capture, neutron background, and low-energy
corresponding variations in each bin of the CC, NC, and ESLE) background correlated systematics, whose oscillation-
spectrum. Actually we separate tiig and®,.,components independent effectSncluded in our analysjsare reported in
(not shown in Table X as for the SK spectrum. In the pres- [40] and not repeated here.
ence of oscillations, we not only update the day and night When all such inputs are included, our fit to SNO data
rates in each bin, but also thdmactional systematic errors, only provides the allowed regions given in the lower right
for each point in the mass-mixing plane. As for SK, thepanel of Fig. 2. Such regions appear to be somewhat differ-
effect of this improved estimate of fractional systematic er-ent from those found in Ref9], as discussed in Sec. IV B.
rors is rather small in the locgy? minima, but increases
towards the borders of the 99.73% C.L. regions, where th
spectral distortions can be more sizeable. In the fit to SN
data only, such improvement can Iead,\tgh,l variations as
large as|Ax?|~4 at the 3r borders, and is thus not totally In this last appendix we present a new version of the
negligible in deriving precise C.L. contours for the less fa-model-independent comparison of SK ES and S(@C and
vored solutions. Finally, notice that the three systematic erroNC) total rates, first proposed ifv1] and then applied in
sources in Table X can induce, in the various bins, event ratf58,72 to earlier SNO CC data.
variations with different relative signs, which are taken into  For the current SNO thresholt;yo=5 MeV [8], the SK
account in the analysis. threshold equalizing the SNO CC and SK ES response func-
Besides the previous three systematic error sources, we
include a vertex reconstruction uncertainty, whasgo ef-
fect is to increase the CC and ES rates#8$% and the NC  2®The correlation between the NC and CC cross section errors can
rates by+1.45%[40]. The CC and NC binned rates are also be safely taker~1 in the SNO analysis.

PPENDIX E: QUASI-MODEL-INDEPENDENT ANALYSIS
OF SK AND SNO
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tions[71] turns out to beTg«=6.74 MeV, corresponding to Quasi-model-independent constraints (active v)

a total electron energis,=7.25 MeV, L i 20 N T A AR AL AL
SNO CC respong@gyo=5 MeV) 2 ’
& SK ES respong&g=7.25 MeV). (EJ) 8
In calculating the response functions, we have taken into", 7 -
account the latest evaluation of the energy resolution width § I
o1 in SNO[8], TE 6
o(SNO)= —0.0684+0.331,/T' +0.0425T', (E2) w; 5¢
whereT’ is the true electron kinetic energy, and bdthand ~ 4r
o are given in MeV. We have cast, in the same form, thee‘fJ r
latest evaluation ofr; for SK (graphically reported if23]), St
o1(SK)=0.25+0.20yT" +0.06T". (E3) 2r

From the spectral information discussed in Appendix C L 3 20 bands E

we estimatgderivation omittegl o ORI ‘ | ‘ , ‘ ‘ ,

SK 0O 01 02 03 04 05 06 0.7 08 09 1
PEg=2.35+0.029+0.080£0.045 (E=7.25 MeV),
(E4) < B2
—1

in units of 1¢ cm ?s 1. In the above equation, the first FIG. 9. Quasi-model-independent comparison of &€ and

error is statistical, while the second represents(fiteperly  SNO (CC and NQ total event rates in the plane charted by the

propagatefsum of systematic errors, with the exception of boron fluxd®g and by the average, survival probability(Pe), for

the 8B shape uncertainty, given separately as a third erroequalized SK and SNO response functions. The evaluation of the

component. SNO rates includes possibleear distortions in the energy spec-
While the above SK ES flux estimate is safe for model-trum. The 2r bands for each datum\(x’=4) appear to be in very

independent analyses, the current SNO CC figikis not, good agreement with each other g~ 1/3 and for®g close to

since its valuedoes dependn model-dependent assump- its SSM predictior.[4'1]. The.combination of the @ bands is also

tions, governing the CC spectrum distortions and thus th&hown(slanted elliptical region

CC-NC separation.40] However, we can resort to a quasi-

model-independent analysis, by assuming that the only ob- ®§§O=l.78t 0.1Q'stab, (E6)
servable effect of new neutrino physics can be embedded in
a shift of the first spectral momeft3], namely, in a linear <I>§'éo= 4.90+ 0.6 stab, (E7)

distortion (tilt) of the CC energy spectrufil.This assump-
tion is reasonably general, since the current SNO statistics is. ) )
not high enough to really constrain higher moments, andVith correlatlpnpgNgo.S. By settingA(T)=0, we would
since we know from SK that only the scenarios with mild instead obtain®2c"=1.73+0.06(stat.) and®gc=5.29
distortions can survive. In this case, the normalization-+0.43(stat.) with correlatiop=—0.62, in good agreement
preserving form of a generic linear distortion for the CC With the results of8,9] for undistorted spectrum. The larger

differential energy spectrum reads statistical errors in EqSE6) and(E7) are the price to pay to
allow possible linear distortions in the fit.
dN(T)  dNec(T) T—(T) ~ Systematic errors are attached as follows. Fromplosi-
9T dT > SA(T)|, (E5 tively and negatively correlat¢dSNO error components re-
(T9—(T) ported in Table Il of[8], we estimate théd CC,NC experi-

> ) mental systematics as (5.2%880), with correlation p=
whgre(T) and(T*) are the f'rSt. and seqond moment ofthe g5 The corresponding theoretical cross section uncertain-
undistorted spectrum, antT) is the shift in the first mo- ¢ [(1.8%,1.3% from Table Il of[8]] are assumed to have
ment. : . . ;
. , p=1. Finally, if we repeat to the fit leading to Eq&6) and

. AssummgA(T) free, our fit to the SNO energy spectrum (E7) with a + 1o perturbed®B neutrino energy spectrum, we
gives the following CC and NC fluxes, obtain the variations-{ 1.1% ,+3.3%), which are fully cor-
related among themselves and with the third SK error com-
ponent in Eq(E4).

2°The numerical results for a linear distortion of the CC compo- In conclusion, we getin units of 16 cm™2s1)

nent of the SNO spectrum are very similar to those obtained for a
linear distortion of the C&ES componentgnot shown, since the sK
ES contribution is relatively small in SNO. $gs=2.35+0.10, (E8)
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OMN0=1.78+0.14, (E9) OO=Dg(P.o), (E13
DINC=4.90+0.80, (E10 OINO= (E14
with correlation matrix where P(E,) is not necessarily constant in energy, and

1 —007 +0.09 =0.154 is the ratio o, , and v, CC cross sectiongaver-
' ' aged over the current SNO equalized response function
p= 1 —0.65]. (E11)  the above equationsbg is the true®B flux from the Sun
1 (generally different from the SSM valyeand (P is the
energy average d?.(E,) over the response functigequal
The above SK and SNO equalized fluxes can be useful tth SK and SNO.
constrain generic models of new physiedternative to—or Equationg E8)—(E11) and(E12—(E14) overconstrain the
coexisting with—usual mass-mixing oscillationss far as two parameters®g and (Pg). Figure 9 shows, in
their main distortion effect on the SNO CC spectrum is ap{®g,(Pee)) coordinates, both separate and combined
proximately linear inT. Within this quasi-model-independent bounds at the & level for each datum x?=4). There is
assumption, and in the hypothesis of active oscillations, th&ery good agreement between any two out of the three data
fluxes in Eqs(E8)—(E10 are still linked by theexactrela-  in Egs.(E8)—(E10. Their combination strengthens previous
tions[71]. model-independent indication$8,72 for a consistency of
K &g with the SSM predictio41] and for(Pge ~1/3 in the
es= Pel(Pee +1(1—(Pee)], (E12  SK-SNO energy range.
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